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Executive summary

Data backup and recovery solutions continue to challenge IT administrators. Traditional data backup and recovery
technologies are limited in ability to protect both physical and virtual hybrid environments and struggle to cost
effectively meet the demands of data growth. To reduce RPO, RTO and SLA’s demanded by today’ s business
environments, | T administrators are looking to next-generation data protection technol ogies to reduce costs and
management complexity while meeting user demands for performance and availability.

The Dell DL4X00 isa1U turnkey backup and recovery appliance powered by award-winning AppAssure backup and
recovery software. The DL4X00 protects both physical and virtual servers, nearly eliminates backup windows, recovers
applications within minutes, and guarantees recoverability.

In addition to backup and recovery, the DL4X00 offers disaster recovery and enterprise capabilities such as remote
replication, encryption, compression, deduplication and support for up to 4 standby virtual machines to be used for near
instantaneous server recovery. The DL4X00 appliance is built and designed to be deployed within minutes and is easy to
manage.
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| ntroduction

This white paper provides guidance for implementing a DL4X00 in fibre channel storage environments. The DL4X00
high-capacity edition can be ordered with afibre channel allowing the Core repository to be installed on afibre channel
storage array. Once integrated, the DL4X00 protects servers, applications and its data over the LAN in ahighly efficient
manner utilizing the AppAssure backup and recovery engine.

The DL4X00 can be configured in many fibre channel switch and storage array environments that include Compellent
and MD3600f storage arrays and Brocade switches that are supported by Déll. In this white paper, a pair of Brocade
6505 switches and a Dell PowerVault MD3600f storage array are used as an example. The steps and examples for fibre
channel integration apply to the DL4X00 family of appliances as well.
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Protected Servers
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Brocade 6505 Brocade 6505

Dell PowerVault 3600f
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2 Prerequisites & Assumptions

e TheDL4X00 isset up and configured within the existing network environment.

Note: Automatically provision the DL4X00 using the AppAssure Appliance Configuration Wizard, then manually
configure the DL4XO00 fibre channel repository.

e TheMD3600f SAN storage array is set up, configured and operational .
e Déll Pro Services performs steps 1-7 below. Remote I nstallation Services performs the 8" integration process step.

21.1 Technical Resources
The following table shows additional documentation available for reference.

Hardware Component Software / Document or Resource Title Location

DL4X00 DL4X00 Manuals and Documentation Product Support

AppAssure Knowledge Art? cle 118407 Support. software. dell. com
Knowledge Article 119910 Support. software. dell. com

QLogic 2562 HBA QConvergeConsole driverdownlaods. glogic.

com

Emulex LPE 12002 HBA OneCommand Manager Emulex. com/products

Brocade 6505 EZSwitchSetup Administrator’ s Guide Product Support
Dell PowerVault MD3600f and MD3620F Product Support

MD3600f Sorage Arrays Deployment Guide FPTOHUEL SLppRort
Configuring Fibre Channel With Déll Product Support
MD3600f/3620f/MD3660f Series Storage Arrays FPOHUEL SLppRort
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3 Process for DL4X00 & Fibre Channel Integration

The procedure to integrate and use fibre channel storage as a DL4X00 backup repository follow these general steps:

Connect the DL4X00 fibre channel HBA to a SAN switch.

Install the QLogic or Emulex HBA management software on the DL4X00.
Install the storage array multi path software on the DL4X00.

Inventory the DL4X00 and storage array WWNs (World Wide Names).

Zone the fibre channel fabric to allow the DL4X00 to access the storage array.
Create afibre channel LUN to be assigned and used as a DL4X00 repository.
Mount the fibre channel storage LUN to the DL4X00,

Configure the DL4X00 fibre channel storage as a backup repository.

©No gk~ wDNRE

3.1.1 Connect the DL4X00 fibre channel HBA to a SAN switch
Refer to the Configuring Fibre Channel with Dell MD3600f/3620f/MD3660f Series Storage Arrays Guide found on
dell.com/support. Consult with your SAN administrator for guidance connecting any fibre channel device into your
fabric.

3.1.2 Install the QLogic or Emulex HBA management software on the DL4X00
Download QL ogic QConvergeConsole or Emulex OneCommand Manager HBA management software and install it on
the DL4X00.

3.1.3 Install the Fibre Channel Storage Array Multi-Path Software on the DL4X00

The MD3600f provides aDSM for the DL4X00 MPIO driver. The DSM gives the DL4X00 storage array specific
information needed to optimize connectivity such as |O-path load balancing and failover.

To load the MD3600f DSM on the DL4X00:

1. Insert the PowerVault MD series resource media and install the MDSM software.
2. Seect Host toinstall the Host Core software on the DL4X00.

NOTE: Installation of the DL4X00 DSM (multi-path driver) will enable Microsoft MPIO as necessary.
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3. (Optional) Select Management Station to install the MDSM management software on the DL4X00. MDSM

provides management, configuration and monitoring of the storage array.

= MD Series 5torage Software Installation == -
D&LL Feature Selection
W Welcome

Install Set |Custom v
License Agreement
v L =I--[=]Core Software

V/ Feature Selection
Installation Summary

~

Installing...
Finish
W
< >
Description
Installs the MD Storage Manager software to configure, manage, and monitor a storage array. Select this
option to manage the storage array from this system.

| Previous | | Mext |

For additional detailsto these steps, refer to the Dell Power Vault MD3600f and MD3620F Storage Arrays Deployment
Guide on dell.com/support.
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3.1.4 Fibre Channel Zoning

3.1.41 Inventory the DL4X00 and Storage Array WWNs
To prepare for zoning, create an inventory of port WWNSs by identifying and documenting the WWNSs of the DL4X00
HBA ports. In this example, a DL4X00 hosts a QLogic 2562 Dual Port 8GB Optical Fibre Channel Low Profile HBA.

1. Within the DL4X00, launch QConvergeConsole.
2. Within the console, select Port 1 and Port 2 and inventory their port WWNs.

=
Host Selection *

FC/FCOE [ Ethemet [1iSCSI [ FabricCache

'ﬁ' HBA Events ~

Storage Targets Diagnostics QoS  Virtual Parameters WVPD  Monitoring  Utilities  VFC  Utilization
Hostname: localhost HBA Model: QLE2562
& localhost:Microsoft Windows Server Node Name: 20-00-00-24-FF-59-E9-1C Port Name:

5 2012 Standard 64-bit HBA Port: > Port ID: 01-04-00

Port Alias: |Purt Alias ‘
QLogic 2562 HBA
Port 1 Port 2
21-00-00-24-FF-59-e9-1C 21-00-00-24-FF-59-E9-1D

I dentify and document the WWNSs of the MD3600f storage array. The MD3600f has four fibre channel ports on both

controller-1 and controller-2.
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3. Within MSDM, select the Summary tab, then select View Storage array Profile. Select the Har dwar e tab,
then the RAID Controller Modulestab. Scroll down and catalog the port WWNSs of each controller.

3 = DL4100_Storage - Storage Array Profile .

b I v _
W, Storage Array Meeds Aty

d’ No Operations in Progre:
Host Mapp\w Al |

| @ Storage Array Storage
Management Software Versi

RAID Controller Modules

RAID Controller Module: Firm

View Firmware Inventory Tt oTmET ~
| —
< View Storage Array Profile > [EEE fnEo=iEs: Fibre
View Event Lo Host Interface Card(HIC):
Collect all Support Data (et i
Port: 0
Current ID: Not applicable/0xFFFFEFFFF
Preferred ID: 4/0xE1
—_———— NL-Port ID: 0x010600 =
(EIEE Maximum data rate:

Total C: ity 78,652 T8 Current data rate:
otal Capactty: 2. Data rate control:

Link status:

Y Topology:
o World-wide port identifier:
F World-wide node identifier: 2
7l Part type:
o
. Cl Host interface: Fibre
2| Host Interface Card(HIC):
Channel: 2
Port: 1
mm—ii?fni:;m :»Icrﬁvzsph:able/OxFFFFFFFF -
Find: v
Results: saveds.. | [ Cose | [ Heb |
Controller-0 Controller-1
Port-0 20:14:¢8:1f:66:¢c8:f3:da 20:15:¢8:1f:66:¢8:f3:da
Port-1 20:24:¢8:1f:66:¢c8:f3:da 20:25:¢8:1f:66:¢8:f3:da
Port-2 20:34:¢8:1f:66:¢c8:f3:da 20:35:¢8:1f:66:¢8:f3:da
Port-3 20:44:¢8:1f:66:¢c8:f3:da 20:45:¢8:1f:66:¢8:f3:da

Zone the fibre channel fabric to alow the DL4X00 to access the storage array

Zoning logically partitions afibre channel SAN fabric to alow devices to access each other. There are many methods
and approaches to zoning, thus consult your SAN administrator for zoning practices used in your environment. The
following steps describe single initiator and target zoning using a Brocade 6505 fibre channel switch. A zone created in
this example use port WWNs to allow the DL4X00 to access only the MD3600f.
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Eight port-based single-initiator zones are created. Four zones are created on fibre channel switch-1 and four zones are
created on switch-2.

1. Launch the Brocade switch-1 management GUI.
2. ldentify the DL4XO00 initiator WWN and the four MD3600f target WWNSs connected to the switch. The
following four zones will be created in Brocade switch-1:

Initiator (DL4X00 QLogic WWN) Target (MD3600f controller WWN)
20:24.¢8:1f:66:c8:f3;da
20:25:¢c8:1f:66:¢c8:f3:da
20:34.¢8:1f:66:c8:f3;da
20:35:¢c8:1f:66:c8:f3:da

21:00:00:24:ff:59:€9:1c

3. Createthefour zonesin switch-1.
a. Select New Zone and enter azonename. DL_DR_Zonel was used in this example.
b. Highlight the QLogic initiator and press the arrow button to add it as a new zone member.
c. Highlight one of the MD36000f target ports and press the arrow button to add it as a new zone member.

[#] 10.10.101.221 - SW6505 - Zone Admiinistration =@ %
4| Basic Zones
Zoning Modes 3
Basic Zones Print Edit View Zoning Actions
Traffic Isolation Zones New ¥ Resource View ¥ % Refresh = Enable Config Save Config Clear All
: fAiasWZnnamnﬁg |
Name DL_DR_Zonel Qelete Rename | Clone
Member Selection List Zone Members.

[Ei]rorts & attached Devices(26 Members) 2 Members.
Bl [&] vowinis (2 Devices) B[] wwhs (2 Members)

Bl @ Dell Inc PCBA Test 20:24:c8:11:66:c8:f3.da
”4 QLogic Corporation 21:00:00:24:ff.58.e9:1c

B &3 Delling Bt
T @ o= 6:c6:f3 05
R U e e R T
a) Dell Inc PCBA Test 20:35:c8:11:88:c8:f2.da
@) Dell Inc PCBA Test 20:44.c8:11.:66.c8:f3.da

[ sliases

®

4

d. A new zone has been created. Repeat steps 1- 3 to create the remaining three zones for switch-1.
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4. Add the four newly created zones into a Brocade zone configuration and enable it.

a.  Select the Zone Config tab.

b. Select New Zone Config and enter a zone configuration name. DL_MD3000config was used in this
example.

c. Highlight the four zones created in step 3, then press the arrow key to add them in the Zone Config
Memberslist.

d. Savethe new zone configuration by selecting Save Config.

e. Enablethe zone configuration by selecting Enable Config.

10.10.101.221 - SW6505 - Zone Administration

4 -
Zoning Modes b Basic Zones.

Print Edit View Zoning Actions

Basic Zones

Traffic Isolation Zones \:EL New - Resource View ¥ "%9 Refresh ~ Enable Config Save Config Clear All
: Alias one ( Zone Config D

Name DL_WD3500config New Zpne Config |} Delete | Rename | Clone

Member Selection List Zone Config Members

4 Zones,

|34 DL_DR_Zoned
% DL_DR_Zone2
&% DL_DR_Zone3

%] DL_DR_Zones

O

4

5. Repeat steps 1 - 4 to create and enable the four zones on the alternate fibre channel switch-2.
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Create aFibre Channel LUN to be assigned and used as a DL4X00 repository

e The DL4X00 high-capacity edition capacity points are 20, 40, 60 and 80TB. Create your fibre channel storage
capacities according to your licensed capacity point.

e Thefibre channel LUN capacity should be the same size as the licensed DL4X00 capacity.

e Configure the SAN storage using appropriate number of disks, speed and RAID and to support the recommended
sustained throughput for your environment. The storage sizing recommendations are identified in the following

AppAssure sizing matrix:

Number
of Agents RAM- -5 Total Application
(physical CPU(1) Server Rz":"; " R2(3]r Network Cards Re;::::gry Repository Assurance Change Rate Restrictions
and 2012(2) Size(s) Triggers(6)
virtual)
Add 2GB RAM
1.2 x total amount of 1 Exchange
Very Small One dual- m datain all protected Any number of regular Iglmg?;om‘l' lmn:
L quad core 8GB 1 Gigabit NIC servers for Year 1. Each | NAS, DAS, or SAN 0-25T8 Servers = A 5 &
1-5 Agents space to size of a single incremental from any|
processor Server 2012 year add .5TBto mm%ﬁuam agent notto exceed 10 GB
Memory accommodate growth
Max 10% Virtual Standys
2 SQL servers
Add2GB RAM
y 1.2 x total amount of 1 Exchange
One quad-core per TB of Jota i all prokected ‘Any niomberof reg uiar [Total change rate across all agents <|
Small processor, 8-16G8 repository 2x1GigabitNICin | .o e Vear 1. Each | NAS. DAS, or SAN 25-6TB - 10% daily and <20 GB/hr. Maximum
1-10 Agents minimum space to teamed mode. year add .STB'lc . Max 10!: SQIE us EXCH [#2¢ of asingle incremental from any|
E5-1400 Server 2012 accommodate growth Data agent notto exceed 10 GB
Memosy Max10% Virtual Standys
45QL servers
Add2GB RAM DAS or SAN
One six-core per TBof ’;:;W:""W"‘* Any ziﬂ";?e T Total change rate across all agents <|
Medium | processor. Intel | ¢ 355 repository 2 x 1 Gigabit NIC in m"';”"um"’_ Each |Sustainedbandwidth| - oo m"’ 10% daily and <75 GB/hr. Maximum
11- 20 Agents | E5-2400 spaceto teamed mode. year add 5TB to of 200 MB/secis Max10% SQL/EXCH size of a single incremental from any]
better. Server 2012 accommodate growth Data agent not to exceed 50 GB
Memory recommended. Max 10% Virtual Stand,
Minlm_umonesl:l DAS or SAN 8 5QL servers
z:gsh;rcml M:;@rﬂs OR:.QM 4 :elamm NICi 1.2 x total amount of JEquallLogic storage or 4 Exchange |Total change rate across all agents <|
Large P EE—ZﬁDﬁ po= repository UM, ’ datain all protected | equivalent is strongly Any number of regular 10% daily and <225 GB/hr.
21-50 9 better 32-64GB spaceto . servers for Year 1. Each | recommended. 12-30TB servers Maximum size of a single
- 50 Agents e y 2 Server 2012 10 Gigabit NIC year add 5TBto Max 10% SQL/EXCH | incremental from any agent not to
T Memory recominer accommodate growth | Sustained bandwidth Data exceed 75 GB
s o : of 300 MB/sec or Max 10% Virtual Standys
e higher
DAS or SAN
16 SQL servers
Two six or eight- MdZGT%:;\M 4x1Gigabit NICin 1.2 x total amount of C°""P.'“'“‘°' 10 Exchange Total change rate across all agents <
core per teamed mode. datainall [EqualLogic storage or| Any number of regular 10% daily and <400 G8/hr.
Enterprise el 64- D Y inim protected equivalent is strongly servers 5 i
2 xE5-2600 servers for Year 1. Each >30TB Maximum size of a single
51 - 100 Agents 128GB space to recommended Max10% SQL/EXCH | .
better. Server 2012 10 Gigabit NIC year add .5TBto Data incremental from any agent not to
accommodate growth exceed 75 GB
Memory recommended. Sustained bandwidth Max 10% Virtual Standys
of 400 MB/sec or
faster

Additional storage sizing details are outlined in Knowledge Article 118407 - Sizing AppAssure 5 Deployments.
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1. Openthe MDSM storage management tool to configure the SAN storage.
2. Select Create Storageto create aLUN or configure Disk Pools or Disk Groups.

DL4100_Storage ™ optmal

lulukl] | Storage & Copy Services  Host Mappings Hardware Setup

7 DL4100_Storage - Create Storage -
Monitar Storage 2 Cof
u Storsge Ay stats s ot @ pskPoos _
‘QD Mo Operations in Progress L_t' Disk Grou]
ﬂ Standard Select a configuration task:
Management Software Version: 10.84.G6.55 - Automatic Configuration:
RAID Controller Module Firmware Version: 07.84.53.60) _— =T eI
iew Firmu, .
View Firmware Inventory @ Thin Vit ® Disk pools
View Storage Array Profile PR
(_) Disk groups
View Event Log -
B Manual Configuration:
Collect all Support Data . .
e = Create storage manually by selecting one of the following:
() Create disk poal
Select a collection of physical disks to provision into a disk pool. Data will
Capartt be distributed over a larger set of physical disks for quick
pacity reconstructionfrecovery.
Total Capacity: 40.020 TB () Configure hot spares (disk groups only):
Assign hot spares automatically to provide recommended hot spare
Unconfigured: coverage or manually for customized configuration.
40.020 TB () Create disk groups
Create Storage Provision & set of physical disks together to provide capacity and a RAID
Free: level for one or more virtual disks.
0.000 MB
B configured: Cancel
Confgure [ Concel |

a. Select Yesfor the recommended configuration.

Select No within the Virtual Disk Automatic Configuration window.

Create avirtual disk. Select the Storage & Copy Servicestab -> right click Free Capacity -> Create
Virtual Disk.

o

ERWA JLAR DI3 JRAGE MAMAGER

Storage Array Storage Host Mappings Hardware Monitor Upgrade Help

DL4100_Storage W optimal

Summeary EGIEhERAAN R WY | Host Mappings  Hardware | Setup

1}
=1
=1
I
m
Ial
i
il

= .
E Free Capacity
=I-fd Storage Array DL4100_Storage =

’L% All Logical Objects
— Disk Pools

- ﬂ;ﬂ Disk_Pool_1 (28,652 TE)

Wiew Associated Physical Components

Free Capacity: 28652 TB
" Associated disk pool:Disk_Pool 1
5 A TH’

Creste vamm@ﬂ Disk type: 58 Serial Attached SCSI (SAS)
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3. Define the capacity for the DL4X00 repository and name the LUN. Do not create athin virtual disk. The newly
created virtual disk capacity should be the same size as the licensed DL4X00 capacity.

53 DL4100_Storage - Create Virtual Disk: Specify Parameters -

Tips on storage provisioning
Virtual Disk Parameters

Disk pool name: Disk_Pool_1
Usable capacity:  28.652TB

[] Create thin virtual disk &

Mevrirtual disk capadity: Ui
2100015 |TB w
virtual Disk name:_fd
DL4000_Repository
Map to host: @

Map Later W

Data Service (DS) Attributes

Use 55D cache @ i

Enable dynamic cache read prefetch @

Finish Cancel Help

4. Assign the newly created LUN to the DL4XO00:
a  Select the Host Mappingstab -> Right click the newly created LUN -> then select Add LUN Mapping.

DZAL RVAULT MODULAR DI GE MANAGER
Storage Array Storage Host Mappings Hardware Monitor Upgrade Help

DL4100 Storage [ optimal

Summary Storage & Copy Services GLIERETNINLEY "ardware Setup

Find object in tree E Defined Mappings
Virtual Disk Name

= u Storage Array DL4100_Storage

i E Undefined Mappings

B8] Unassodated Host Port Identifiers

- [B] Host 3av23

.. [E] Host Jav19

b. Map the newly created LUN to the DL4X00. In this example, the DL4X00 is named Host JAV19. The
newly created LUN is named DL4X00_Repository. Choose alogical unit number greater than 0.
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==

(] DL4100_Storage - Define Additional Mapping -

Use this option to define an additional virtual disk-to-LUN mapping. You can
map the virtual disk to the default group or to a host group or a host in an
existing storage partition. If you want to create a new storage partition, use
the Define Storage Partition option instead. For more information, refer to
the online help.

He; :-:....

Logical unit number (LUN) (D to 255):

D

Virtual Disk:

Virtual Disk N3
- DL4000_Repository

Michazl Dick Canarity

Add Close Help

3.1.6 Mount the newly assigned fibre channel storage LUN to the DL4X00
1. At the DL4X00 desktop, launch Server Manager -> File and Storage Services -> Disks. Right-click the

DL4X00 and choose Rescan Storage.

Server Manager

= DISKS
i= Servers ) ) gick | 2 tota
Volumes i~

Storage Pools Mumber Virtual Disk  Status

Capacity  Unallocated

4 Jav 1901
1 New Volume... B
B 0 L Rescan Storage B
Refresh

0.008
0.00 B

Partition Read Only Clust

GPT
MEBR

2. Right-click the newly added LUN and then choose Bring Online.
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Server Manager

——DISKS
i SeRES . 5ot [
i Volumes = =
- Filter o ®~ @~
ﬂ Storage Pools Mumber Virtual Disk  Status Capacity Unallocated  Partition Read Only Clu
i 4 Jav_19 (3)
© 0 Online  279GB 0008 MBR
B 1 Cnline 75.0GE  000B GPT

3. Initidlizethe LUN as a GPT disk.

Server Manager

i= Servers (=) z:?.{f | 3 total
] Volumes .

ﬂ Storage Pools Number Virtual Disk
EH 4 Jav_ 19 (3)
[ ] a
B 1

Status

Cnline

Online

Online

o

Capacity Unallocated

279 GB
75.0 GB

(=) w
p

0008
0008
21.0TB

Pt
i L
®

Partition Read Only Clug

MER
GPT

Unknown

New Volume...

Brirng Cindnie

Take Offline
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4. Right-click New Volume to launch the New Volume Wizard. Use the default wizard settings and define adrive

letter for the newly assigned LUN.

Server Manager

i= Servers (=) g:iﬁq;:oza
i Volumes —
B

ﬂ Storage Pools MNumber  Virtual Disk
EE 4 Jav 19 (3)
© 0

! 1

Status

Online
Cnline

Online

Capacity Unallocated Partition Read Only Clu

219GE  0.00B

750GE 0.00B

21.0TB

21.0TE

Take Offline
Reszet Disk

5. When the New Simple Volume Wizard has been completed, the Volumes display should look similar to the
display in the following image. The mounted fibre channel volume is ready to be configured for aDL4X00

repository.

Server Manager

= \VOLUMES

EI All volumes | 3 tota

I5KS o
Storage Pools A Volume
4 Jav_19 (3)
C:
WihWolume{31...
R

Statu

s File System Label

os
WinBackups
MD3000f storage

Provisioning Capacity Free Spacsg

Fixed 270GE  230GB
Fixed T49GE T748GB
Fixed 21078 210TB
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3.1.7 Configure the DL4X00 fibre channel storage as a backup repository
The following steps configure the fibre channel storage to be used by the DL4X00 as arepository. For additional
DL4X00 repository creation details, please refer to KB119910.

1. Launchthe DL4X00 Core Console. Select Configuration -> Repositories -> + Add new to begin the process
of creating a new repository.

AppAssure

Configuration -

® Appliance

Repositories
‘ &, Repositories po

‘rotected Machines d .
pectad Mochil B Security ‘: + Add new ,G Open existing § < Refresh
i =]

% Retention Policy
& Attachability

ﬁ Settings

A Licensing

@ Backup/Restore »
(#y Job Settings

2. Select + Add Storage Location to introduce the SAN storage for DL4X00 repository configuration.

Add New Repository

Details

Repository Name: SAN Storage MD3600F Comments:

Concurrent Operations: |64

Storage Locations

+ Add Storage Location

Pleasze, add Storage Location.
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3. Select Add fileon local disk. In this example, the DL4X00 \Data and \M etadata folders are configured to use

the fibre channel storage identified by drive letter R. Select how much of the SAN LUN will be consumed by
the repository (20, 40, 60 or 80TB capacities). Save the configuration.

Add Storage Location

Storage Location Storage Configuration > More Details

(@ Add file on local disk (©) Add file on CIFS share Size:

Data Path: editing of additional Starage Location
param efore changing the defaults, please refer to the
Metadata Path: c

4. Select Createto add the new repository.

1 Mew Repository
Details

Repository Mame: Repository 1 Comments:

Concurrent Operations: |64

Storage Locations

+ Add Storage Location

R:\metadata Ri\data 20TB

m-

5. To confirm the repository has been created, select the Configuration tab. Select Repositories, and then select

Refresh.

When the newly added fibre channel storage repository is displayed in the DL4X00 repository list, the process
of adding fibre channel storage to the DL4X00 is finished.

—
Tiome ‘ e g e e | T | Tools ‘ © Appliance |

stor ?
& Repositories Repositories {

a sgcul,.ty +Addnew i Open existing
@ Events

= — e e
3% Retention Policy

& Attachability & » @ Repositoy ! 18.57 TB free of 18.57 TB 0% 6.417MB/s | £}~

£} Settings
A Licensing

[ Backup/Restore >

(i Job Settings
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